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ABSTRACT: The maximum efficiency of a fixed catalytic
surface occurs when the adsorbate−surface interaction
strength is optimal as per the Sabatier principle: strong
enough to drive the reactions forward but weak enough to
permit the products’ desorption. Such a compromise can
fundamentally limit catalytic activity. One solution is to create
a surface with switchable activity between strong binding
(rapid dissociation) and weak binding (easy desorption). On
the basis of first-principles theory, we describe a class of
catalysts comprising an epitaxial monolayer of a transition
metal oxide on an oxide ferroelectric substrate in which
reversing the ferroelectric polarization state switches the
surface activity between these two limits. As an example, a CrO2 monolayer on ferroelectric PbTiO3 permits direct NOx
decomposition and CO oxidation while circumventing oxygen and sulfur poisoning. Our computed binding energy trends are
explained by a generalization of the canonical d-band model for transition metals to metal oxide surfaces combined with charge
transfer effects.
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■ INTRODUCTION
In agreement with the Sabatier principle, the plot of catalytic
activity versus molecular adsorption strength for a variety of
catalytic surfaces shows a maximum at an intermediate binding
strength: a “volcano plot”.1−3 Sensibly, much effort in catalyst
design aims to find surfaces whose binding energetics are “just
right” for the molecules involved in key steps of a reaction.4−8

A priori, it would be desirable to have a single surface whose
activity is tunable, via external control of an order parameter,
from strong binding and rapid dissociation to weak binding and
easy desorption. One possibility is the surface electron density:
for example, the surface chemistry of SnO2 nanowires9,10 or
graphene11 is controllable using a gate voltage that alters the
electron density. An alternative is a ferroelectric surface: when
the ferroelectric has an out-of-plane polarization (i.e., electrical
dipole density) P⃗, there is a surface charge density P⃗·n ̂whichmust
be compensated by changes in the surface charge density.
Switching the direction of the polarization changes the surface’s
electronic states12−14 and can promote specific reactions.
Previous work has highlighted the potential benefit of depositing
a monolayer of a transition metal oxide on a ferroelectric surface
for enhancing surface reactivity.15 As we describe below, these
active monolayers can overcome the thermodynamic stability
problems that have hindered prior applications of similar ideas:
for example, transition metal layers, while chemically active in
theory, do not wet ferroelectric surfaces but instead aggregate to
form bulklike nanoparticles.16−19 We show that the oxide
monolayers we propose, when used in a mode where the

polarization is flipped cyclically, lead to enhanced catalytic
behavior that is not limited to an intermediate range of
adsorbate−substrate interaction strength (i.e., the Sabatier
principle) but instead takes advantage of both sides of the
volcano. This approach is general and can be applied to a variety
of reactions. We demonstrate its utility for simultaneous direct
decomposition of NOx (i.e., NO and NO2) into N2 and O2

20−28

and CO oxidation into CO2. Both reactions are critical in the
automotive emission control industry.23,25,26,29,30

The potential of ferroelectrics to enhance surface chemistry
and catalytic behavior is a subject that has been studied
experimentally for more than six decades.17,31−44 A number of
first-principles theoretical works have become available in the
past decade.15,16,19,43,45,46 Thus far, efforts in this field have
examined bare or modified ferroelectric surfaces with fixed
polarization and have exploited the ferroelectric polarization to
optimize adsorbate interaction energies toward the top of the
volcano; hence, they have remained loyal to the main idea of the
Sabatier principle. Interestingly, Kim et al. studied Pd on
ferroelectric LiNbO3 and described the “intriguing possibility”
that the activity of the catalytic Pd layer could be modulated by
switching the polarization, but in the end dismissed this
possibility because Pd does not wet the surface but instead
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aggregates to form large clusters on LiNbO3 and, thus, only
weakly couples to the ferroelectric substrate.19

In this work, for the first time, we quantitatively show how one
can use the ferroelectric polarization in a cyclic manner while
simultaneously exploiting the thermodynamical driving force for
reconstructions of the ferroelectric surfaces15,47−50 to efficiently
drive desired reactions and create a complete catalytic cycle. This
new approach can bring us beyond the limits of the Sabatier
principle. We describe a class of systems that could be optimized
to perform a wide range of reactions and that, unlike transition
metal thin films on ferroelectrics,16,17,19 are thermodynamically
stable and thus, in principle, can be fabricated experimentally.

■ RESULTS AND DISCUSSION
The fact that bulk RuO2 catalyzes NO decomposition51,52

motivates us to place a RuO2 monolayer on the (001) PbO-
terminated PbTiO3 (PTO) surface, which is its thermodynami-
cally stable termination.15,53,54 Table 1 displays first-principles

calculated results for the polarization-dependent binding
energies for a number of molecules on RuO2-terminated PTO.
In this work, more positive binding energies indicate more
energetically stable configurations. Positive polarization (along
the surface normal vector) leads to extra electrons appearing on
the surface to compensate the surface charge density (P⃗·n ̂): this
creates the strong interaction regime sporting large binding
energies. Negative polarization adds extra holes to the surface
and pushes the surface to the weak-binding, desorptive regime in
almost all cases. Encouraged by this, we calculate the NO
dissociation, N2 formation, and O2 dissociation barriers in
positive polarization and present them in Table 2. The tables
show that for positive polarization, (i) O2 molecules readily
dissociate into bound O atoms, (ii) a fraction of the NO
molecules will dissociate into boundN andO atoms, and (iii) the
small N2 formation barrier means that resulting N atoms readily
formN2instead of reformingNOwhich is weakly bound and
leaves the surface. Up to this point, some NO molecules have
dissociated, but the surface has become saturated by strongly
bound O atoms (i.e., oxygen inhibition), a standard problem in
NO direct decomposition catalysis.55−60 Switching the polar-

ization at this point strongly destabilizes the bound atomic O: the
O atoms formO2, which is bound weakly and desorbs easily. This
returns us to a pristine surface that is ready for the next
polarization cycle.
We envision operating the system in a cyclical manner by

repeatedly switching polarization between a reducing surface (P
> 0) and an oxidizing surface (P < 0). After each switch, the
surface finds itself in a high-energy state and tries to reach its
thermodynamic ground state whose stoichiometry and structure
can be predicted from first principles.15,61,62 However, in the
process of this evolution, it must pass through the chemically
active stoichiometric structures that we focus on in this work: we
are, in fact, leveraging this surface evolution to drive the desired
reactions. For example, as described above, the stoichiometric
positively poled surface dissociates O2 and NO molecules and is
driven to be saturated with strongly bound O atoms. This O-rich
surface is the thermodynamic ground state and is less chemically
reactive. Switching to negative polarization then cleans off these
O atoms (via O2 formation and desorption), and the surface
becomes stoichiometric, which is again at or near its
thermodynamic ground-state for negative polarization and is
ready for the next polarization flip.
Of course, there is no a priori reason why a monolayer of

RuO2, quite far from bulk RuO2, is necessarily optimal; hence, we
optimize the choice of transition metal oxide monolayer to (i)
minimize the NO dissociation barrier, (ii) maximize the NO
reformation barrier, and (iii) preserve the small N2 formation and
desorption barriers in the positive polarization state while (iv)
enhancing inertness in the negative polarization state to ensure
maximum desorption power and deliver a pristine surface. We
have considered a number of d-block transition metals, including
Ru, W, Mo, Fe, Cr, Pt, Au, and Cu. We find that, beginning from
Ru, moving to the left or downward on the periodic table
increases the interaction with NO and the O2 formation barrier
while decreasing the NO dissociation barrier, and moving to the
right or upward has the opposite effect. Mo and W interact too
strongly with the adsorbates, and Fe, Pt, Au, and Cu interact too
weakly (further details can be found in the Supporting
Information).
We find that Cr is optimal for our needs. Table 1 lists binding

energies for the CrO2−PTO surface. Positively poled CrO2−
PTO is highly active toward adsorbates, whereas the negatively
poled surface is almost inert. Unlike RuO2−PTO, the ground
state for NO in positive polarization is to be dissociated into
bound N and O atoms. Similarly, dissociated NO2 (NO + O) is
favored over the intact molecule in positive polarization (see
Table 1) with a small dissociation barrier as per Table 2 (the NO
will further dissociate into N and O atoms). Eventually, the
bound N and O atoms are converted to N2 and O2 in later steps
of the cycle. Table 2 provides the key barriers on positively poled

Table 1. Polarization-Dependent Binding Energies in eV for
Intact and Dissociated Molecules Involved in NOx Direct
Decomposition on RuO2−PbTiO3 and CrO2−PbTiO3 for
Positive, Paraelectric and Negative Polarizations, Indicated
by (+), (0), and (−), Respectively, for 0.5 Monolayer (ML)
Coveragea

RuO2−PTO CrO2−PTO

binding
molecule mode + 0 − + 0 −

NO intact 2.0 1.8 1.3 1.9 1.9 0.1
N + O 1.2 0.3 −1.4 2.5 1.5 NS

NO2 intact 1.8 1.7 1.1 1.9 1.6 −0.1
NO + O 2.0 1.7 0.4 3.2 2.4 NS

O2 intact 1.6 0.9 0.2 1.2 1.8 0.3
O + O 2.0 1.1 −0.7 4.5 4.2 −0.2

N2 intact 0.1 0.6 0.3 0.2 0.2 0.0
aMore positive numbers denote increased stability. Binding energies
are relative to the energy of the gas phase molecules. NS means no
mechanically stable configuration exists. Negative values indicate
mechanically stable metastable states (local minima) that are less
stable than the gas phase molecules.

Table 2. Energy Barriers in eV for Key Reactions on Positively
Poled CrO2−PbTiO3 and RuO2−PbTiO3

a

reaction CrO2−PTO RuO2−PTO

NO dissociation 0.9 1.3
O2 dissociation 0.0 0.0
NO2 dissociation 0.5 0.0
N2 formation 1.2 0.5
CO2 formation 1.6 0.8

aThe energy barriers are defined as the energy difference between the
transition state (located by NEB method with climbing image) and the
adsorbed (chemisorbed) reactants state.
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CrO2−PTO: the NO dissociation barrier has been lowered
compared with RuO2−PTO, the O2 dissociation barrier is
negligible, and the N2 formation barrier is somewhat increased.
We graphically illustrate our envisioned cycle in Figure 1 showing

how cyclical polarization switching of CrO2−PTO can effectively
catalyze NO direct decomposition into N2 and O2. The energy
landscape diagram of the cycle is depicted in Figure 2, where we
can see the progression of surface states and the quantitative
changes in energy states, as well as the key transition states.
In addition to NOx direct decomposition into N2 and O2, both

RuO2−PTO and CrO2−PTO can simultaneously oxidize CO
into CO2. Table 3 shows that the O-rich positively poled surfaces
oxidize CO into CO2, since (a) CO has a strong interaction with
the surfaces, (b) CO2 formation is favored over separated CO
and O, and (c) CO2 formation barriers are modest in both
systems (see Table 2). On RuO2−PTO surfaces, CO2 is released
after formation (in positive polarization), whereas on CrO2−
PTO, CO2 is released after switching to negative polarization,

where there is negligible surface−molecule interaction (see
Table 1). As another surprising added benefit, this class of
systems shows tolerance against sulfur poisoning, a significant
challenge and an active area in emission control research.63−68

The binding energies in Table 3 for SO2 and H2O molecules are
small in at least one polarization state: when the polarization is
cycled, these molecules readily desorb, and the surface does not
become saturated (poisoned).
We conclude this section on cyclic catalysis with some

comments on two key rates in this system. First, the chemical
reactions on the surfaces have energy barriersΔ∼ 1 eV, which at
a temperature of T = 600 K and assuming a pre-exponential
prefactor of ν = 5 × 1012 Hz in the transition state theory rate ν
exp(−Δ/kBT), gives order of magnitude estimate rates of ∼2 ×
104 Hz. The second time scale is that time required to switch the
ferroelectric polarization: electrically, this can be accomplished in
existing systems with rates of ∼107−108 Hz;69,70 hence, the
ferroelectric switching rate should not be a limiting factor for
such a cyclic device, and we expect to derive the full benefit from
the polarization-enhanced catalytic activity.
We now address basic aspects of the stability of these

monolayers. We find that monolayers of RuO2 and CrO2 on
paraelectric PTO can lower their energies via interdiffusion of Ru
(Cr) atoms into the PTO as well as by a lack of wetting (i.e.,
energetic preference to form bulk RuO2 and CrO2). However,
once P ≠ 0, the interdiffusion problem is overcome because it
raises the total energy, but the wetting problem remains. One
solution involves a simple modification in which x unit cells of

Figure 1. Proposed catalytic cycle on CrO2−PbTiO3 for NO direct
decomposition into N2 and O2. In each case, the polarization direction is
indicated by gray arrows. The green arrows show adsorption and
desorption of themolecules. The cycle is begun from a clean and pristine
positively poled surface and, through multiple steps (after effectively
dissociating 2 NO molecules into N2 and O2), returns to this state.

Figure 2. Energy landscape diagram for the proposed catalytic cycle on CrO2−PbTiO3 for NO direct decomposition into N2 and O2. The two arrows
indicate the direction of the polarization in each part of the cycle: on the left is positive (up) polarization (parallel to the surface normal vector), and on
the right is negative (down) polarization (antiparallel to the surface normal vector). The dashed gray line indicates the point in the cycle at which the
polarization is flipped. Horizontal plateaus locate local minima, and circles represent transition states as highlighted by the “‡” label. The reference energy
is that of two NO molecules in the gas phase above a 2 × 2 CrO2−PbTiO3 surface in positive polarization.

Table 3. Polarization-Dependent Binding Energies in eV for
CO, CO2, SO2 and H2O on RuO2−PTO and CrO2−PTO for
Positive, Paraelectric, and Negative Polarizations, indicated
by (+), (0), and (−), Respectively for 0.5 ML Coveragea

RuO2−PTO CrO2−PTO

binding
molecule mode + 0 − + 0 −

CO intact 1.7 1.7 1.7 0.8 0.7 0.0
CO2 intact 0.1 0.8 0.7 0.8 1.0 0.0

CO + O −0.4 −0.8 −2.0 −0.2 −0.7 NS
SO2 intact 0.3 0.9 0.4 1.3 0.6 0
H2O intact 0.4 0.7 0.7 0.5 0.5 0.1

aMore positive numbers denote increased stability. Binding energies
are relative to the energy of the gas phase molecule. NS means no
mechanically stable configuration exists.
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SrTiO3 (STO) are inserted between the catalytic monolayer and
the PTO, denoted as Ru(Cr)O2−(STO)x−PTO. Our DFT
results for x = 0−5 show that bulk oxide formation is suppressed
by the presence of the STO buffer layer. Crucially, the
polarization-dependent surface chemistry is unchanged (binding
energies for x = 1−5 change at most by 0.3 eV per adsorbate
compared with the x = 0 case) which stems from our finding that
the polarization propagates perfectly through the STO. This is
because STO is a strongly polarizable incipient ferroelectric
(quantum paraelectric)71,72 that is further aided by the strain
enforced on it by the PTO to render it ferroelectric.73,74 With
STO as a buffer layer, we effectively have a monolayer of either
SrRuO3 or SrCrO3 on the surface of the material. The fact that
SrTiO3, SrRuO3, SrCrO3, and PbTiO3 are all experimentally
known materials with lattice parameters within 3% of each
other75−82 is also consistent with our prediction of the
thermodynamical stability of the Ru(Cr)O2−(STO)x−PTO
system with respect to formation of bulk RuO2 and CrO2 or
interdiffusion in both polarization states.
We turn to electronic-structure analysis to clarify the

underlying physical bases of the striking polarization dependent
chemistry. First, we examine how the oxidation state of the
surface transition metal changes as a function of polarization. We
provide evidence of the oxidation state change for the CrO2
monolayer. First and most simply, the average Cr−O bond
lengths in positive and negative polarizations are 1.94 and 1.69 Å,
respectively. Because the Cr coordination number is unchanged,
this correlates directly with increasing oxidation states,83 as
expected from removal of electrons with decreasing surface
charge (P⃗·n ̂). Second, according to our calculations (using the
Berry Phase method84,85) and in agreement with the
literature,86,87 bulk PTO has a ferroelectric polarization
magnitude of P = 93 μC/cm2, which corresponds to a surface
charge density of 0.87 electrons/Cr, which must be compensated
by addition or removal of electrons to or from the surface. As we
show below, the electronic states at or near the Fermi energy
have primarily Cr 3d character, so the added or removed
electrons will be residing on the surface Cr sites. Given that the
polarization profile is quite uniform in our films right up to the
surface, we expect the full ≈±1 change of electron number and,
hence, oxidation number on each Cr with polarization reversal.
Third, monitoring the magnetic moment of the surface Cr
provides a more direct measure of the change of oxidation state.
CrO2−PTO is effectively a monolayer of perovskite PbCrO3 on
TiO2-terminated PbTiO3. For bulk PbCrO3, we find a large
exchange splitting and a magnetic moment of 2 μB per Cr as per
prior literature:88 in both bulk PbCrO3 and CrO2, we have
Cr4+(3d2) with a large exchange splitting that aligns the two 3d
electron spins. For CrO2−PTO, we compute magnetic moments
of 3.1 μB, 2.2 μB, and 0.3 μB per Cr for positive, paraelectric, and
negative polarizations, respectively. As expected, the paraelectric
state agrees closely with the bulk (i.e., unchanged Cr4+ oxidation
state). For positive polarization, the enlarged magnetic moment
of 3.1 μB and the exchange splitting observed in the density of
states (see Figure 3) signal the high-spin Cr3+(3d3) state. For
negative polarization, we have Cr5+(3d1), which has negligible
exchange splitting and is paramagnetic (see Figure 3). We note
that unlike bulk PbCrO3, which is a G-type antiferromagnet,

89,90

positively poled CrO2−PTO prefers ferromagnetism over
antiferromagnetism and paramagnetism by 0.15 and 1.5 eV per
Cr, respectively. Hence, CrO2−PTO shows a strong magneto-
electric effect: it is a paramagnet in negative polarization but a
robust ferromagnet in positive polarization (other examples of

ferroelectric control of spin polarization have been discussed in
refs91−97). In brief, these results show that the polarization can
shuttle≈±1 electron per surface transition metal, which modifies
the oxidation state by ≈±1 relative to paraelectric case and
underpins the dramatic polarization dependent chemistry seen
above.
After an extensive analysis, we find that the polarization-

dependent surface electron count controls binding energies
(Table 1 and 3) via two separate channels: (i) charge transfer
between the surface and adsorbates, and (ii) covalent binding
between the adsorbates and surface. In most cases, both operate
at once, but for simplicity, we present two examples in which one
mechanism dominates: (a) charge transfer for O2 dissociative
binding and (b) covalent effects for NO intact binding.
Figure 4a,b shows the binding configurations for O2

dissociative binding on RuO2−PTO. As Figure 4e shows, the
adsorbate O 2p state is 1.9 eV lower than the surface Fermi
energy; hence, the dominant effect is electron transfer from the
surface to the oxygen adsorbates. The decrease in the Ru
oxidation state (by∼2 units) is visible as the enlarged occupation
of and increase in the density of states of the Ru 4d-dominated
conduction bands when changing the sign of P. Hence, there is
more electron transfer to the low-energy states of the oxygen
adsorbate, which greatly increases the binding energy by 2.7 eV
per dissociated O2 molecule.
Figure 4c,d shows the binding configurations for NO

adsorption on RuO2−PTO. As visible in Figure 4, the tiny
difference between the energy of the NO singly occupied
molecular orbital (SOMO) and the Fermi energy of the surfaces
obviates charge transfer, so covalent bonding between adsorbate
and surface states is critical. To understand this, we generalize the
well-known d-band model for transition metal surfaces5 in which
the energy difference between the Fermi energy (EF) and the
center of the transition metal d band is a good descriptor for
adsorption energies. In transition metal oxides, cation d states
and O 2p states hybridize to form valence and conduction bands.
However, in our systems, (a) molecular binding occurs on the

Figure 3. Projected density of states (PDOS) on Cr 3d orbitals for
CrO2−PbTiO3 in positive and negative polarizations in spin up and
down channels. Black lines are majority spin (up) PDOS, and green lines
are minority (down) PDOS. The red and blue horizontal lines mark the
energies of the SOMO and LUMO states of the NO molecule in gas
phase. Left: PDOS onCr 3d in the ground state for negative polarization
(Cr in oxygen tetrahedral cages as per Figure 5a); we see a small
exchange splitting that corresponds to one electron per Cr site. Center:
PDOS on Cr 3d for the negatively poled surface that is ready for binding
adsorbates (oxygen tetrahedral cage is broken as per Figure 5d). Right:
PDOS on Cr 3d states for the ground state of the positively poled
surface; we see an enlarged exchange splitting that corresponds to the
existence of three electrons per Cr site.
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transition metal sites (e.g., Figure 4), (b) the conduction bands
are dominated by antibonding d states, and (c) EF lies in or near
the conduction band, so the obvious generalization is to consider
the relative alignment of EF with the center of the conduction
band. Auxiliary reasons are that the portion of the d states that
hybridize with O 2p orbitals forming bonding states (i) lie deep
in the valence band (well below EF) and do not contribute to
adsorbate bonding, and (ii) tend to point in-plane or into the
surface and have small spatial overlap with adsorbate molecular
orbitals. Figure 4e highlights the alignment of the Ru 4d states
with the NO SOMO and lowest unoccupied molecular orbital
(LUMO). We compute the center of conduction part of the d
band by integrating the shaded Ru 4d portion of the density of
states in Figure 4e and find that for P > 0, it is closer to the NO
SOMO by 0.8 eV (EF and the SOMO are energetically
coincident). Hence, we believe that the energy difference
between EF and the center of the conduction band is a good
descriptor of the substrate−adsorbate interaction, especially
when covalency is the dominant mechanism in the binding.

The CrO2−PTO system shows very similar behaviors: for
negative polarization, we have reduced electron density and an
upward shift of the conduction band center relative to Fermi
energy when compared with positive polarization, as per Figure
3. As can be seen in Figure 3, the center of the conduction band
for positively poled CrO2−PTO lies almost at EF, but the center
of the conduction band for negatively poled CrO2−PTO (which
is prepared for molecular binding) lies 0.95 eV above the Fermi
energy. This leads to a weaker covalent bond between the NO
molecule and the surface in negative compared with positive
polarization.
Tables 1 and 3 show that the negatively poled CrO2−PTO

surface is strikingly inert to molecular interactions. The primary
reason for this behavior is geometrical. Figure 5a shows that for

the ground state of negatively poled CrO2−PTO, the Cr5+ ions
are enclosed in distorted tetrahedral oxygen cages. The active
electronic states on the surface, which are predominantly on the
Cr, are thus inside the cage (see Figure 5c). To bind an adsorbate,
a cage must break to expose a Cr, as exemplified by Figure 5b,
which then exposes the electronic states at the Fermi level on the
Cr to the adsorbate for covalent binding (see Figure 5b,d).
Energetically, each cage-breaking costs a penalty of 0.8 eV,
destabilizing molecular binding significantly. This unusual
behavior likely stems from two sources: First, Cr5+ has a single
3d electron, so it prefers maximum local symmetry reduction and
a lowest-energy nondegenerate electronic configuration. Second,
Cr5+ has a relatively small size: we find that isoelectronic Mo5+

and W5+ do not form such tetrahedral cages. This correlates to

Figure 4. Polarization-dependent binding geometries and electronic
structure for RuO2−PbTiO3. O2 dissociative binding for (a) negatively
and (b) positively poled and NO binding on (c) negatively and (d)
positively poled RuO2−PTO. Atoms are Ti (dark blue), Pb (gray), O
(red), N (pale blue), and Ru (green).98 (e) Projected density of states on
the surface Ru 4d atomic orbitals for negative and positively poled
RuO2−PTO energetically aligned with molecular and atomic adsorbate
states. Shaded regions highlight the Ru 4d-dominated conduction bands
(for details, see the Methods section).

Figure 5. Breaking of the oxygen tetrahedral cages upon molecular
binding and exposure of Cr 3d states. Surface of negatively poled CrO2−
PTO (a) without NO and (b) with NO adsorbed. (c) Local density of
states at the Fermi level (yellow isosurfaces) for the ground-state
structure of negatively poled CrO2−PTO. The density is localized
primarily on the Cr inside the oxygen tetrahedral cages. (d) Local
density of states at the Fermi level for the negatively poled CrO2−PTO
surface with broken oxygen cages and, hence, exposed Cr that is ready
for binding adsorbates. The atoms are Cr (pink), O (red), Pb (gray), and
Ti (blue).
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their larger ionic radii (Mo5+, 0.61 Å; W5+, 0.62 Å; Cr5+, 0.49 Å),
so they likely do not fit inside a stable O2− tetrahedral cage.83

We conclude our analysis of electronic behavior by illustrating
the redistribution of electrons in real space upon NO adsorption
on positively polarized CrO2−PTO (see Figure 6). We see that

electrons occupy a bonding state that is a hybrid of the NO
SOMO, Cr dxz and Cr dyz states. The states near the edge of the
conduction band on the surface Cr atom are made of dxz, dyz, dxy,
and d3z2−r2 orbitals, but the last two do not interact with the NO
SOMO, which has π character: the dxy orbital points in-plane,
whereas the d3z2−r2 has zero total overlap with NO SOMO by
symmetry. Hence, we expect electron transfer from Cr dxy and
d3z2−r2 orbitals to the lower-energy bonding combination of the
NO SOMO and Cr dxz+ dyz states, which is visible in Figure 6.
Covalent bonding of a similar form also takes place on the
negatively poled CrO2−PTO surface, but for the reasons
described above, the binding energy is much smaller.

■ OUTLOOK AND CONCLUSIONS
The above theoretical results highlight the promise of this class of
catalysts when operated in a cyclical fashion. However, cyclically
switching the ferroelectric polarization is experimentally
challenging. We mention some alternative ideas that may
alleviate this difficulty. First, as Table 1 indicates, the CrO2−
PTO system has very similar behaviors in paraelectric and
positive polarizations. Thus, one can cycle between paraelectric
and negative polarizations. This can be achieved by using
temperature. As long as the material can be engineered to prefer
negative polarization at low temperatures, raising the temper-
ature near the Curie point should render the system paraelectric.
In this scenario, the rate-limiting step in simultaneous NOx direct
decomposition and CO oxidation is NO dissociation on the
paraelectric surface with a 1.6 eV barrier, which is still reasonably
low, given that we are operating near the Curie temperature
(Curie temperature of bulk PbZrxTi1−xO3 can be higher than 600
K99,100). Second, as described above, CrO2−PTO shows a strong
magnetoelectric effect so that one could employ magnetic fields

to switch the polarization.101 Third, ferroelectric thin films can
sport adjacent domains of opposite out-of-plane polarization
whose size and pattern can be experimentally controlled and
preserved up to high temperatures (785 °C).102−104 Under
appropriate conditions, one can imagine that reactions proceed
on the positive domains and the buildup of products eventually
causes their diffusion onto the adjacent negatively poled regions,
where the remainder of the reactions take place. This approach
requires control over the domain structure and reaction
conditions but avoids the need to actually cycle the polarization.
These suggestions are simply provided as potential avenues of
exploration; whether and how the polarization should be cycled
is fundamentally an experimental challenge. We hope this work
will stimulate experimental interest in addressing these problems
to study and exploit the potential of these catalytic oxide
monolayers on ferroelectrics.
In conclusion, we have described catalytic systems consisting

of a transition metal oxide monolayer on a ferroelectric oxide
substrate. We propose that cycling between positive and negative
polarization states of the ferroelectric makes these monolayers
display catalytic behaviors that avoid the familiar compromises
stemming from the Sabatier principle. A CrO2 monolayer is an
optimized choice for simultaneous NOx direct decomposition (a
long-standing challenge in the automotive industry) and CO
oxidation. Moreover, this system has tolerance toward sulfur and
water poisoning. In addition to promising surface chemistry,
CrO2−PTO shows interesting magnetic and structural features,
including magnetoelectric effects and major surface reconstruc-
tions in negative polarization.We also show that inserting SrTiO3
buffer layers between the ferroelectric PbTiO3 and the
monolayer helps the monolayer wet the surface and avoid
transition metal interdiffusion while not modifying the desirable
surface chemistry. The scheme described in this work is general
and, in principle, can be applied to and optimized for other
chemical reactions. If experimentally feasible, this method can
expand the range of catalytically active elements to those that are
not conventionally considered for catalysis and might be more
effective and economical, for example, Cr instead of canonical
precious metal catalysts for simultaneous NOx direct decom-
position and CO oxidation.

■ COMPUTATIONAL METHODS
We perform first-principles spin-polarized density functional
theory (DFT) calculations105,106 with plane-wave basis set using
the Quantum Espresso software107 and ultrasoft pseudopoten-
tials.108−110We use PbTiO3 (PTO) as the oxide ferroelectric and
employ a slab geometry with the (001) direction for the surface
normal and the polarization axis. We introduce at least 15 Å of
vacuum on top of the surface in our unit cell. A dipole correction
in the center of the vacuum is used to eliminate the artificial
electrical field and the unphysical dipole−dipole interactions
among the copies of the slab in the z direction.111 We use a
kinetic energy cut-off for wave functions (Ecut) equal to 30 Ry,
and a sampling for k space equivalent to 8 × 8 × 8 sampling for a
1 × 1 cell. The smearing scheme for the Kohn−Sham orbitals’
occupations is the cold smearing ofMarzari and Vanderbilt with a
temperature equal to 2 mRy/kB.

112 All convergence parameters
are chosen to yield binding energies better than 0.1 eV.
We use a standard method whereby a few layers of Pt are

placed on the bottom PTO surface to create an electrode and a
large density of states at the Fermi level. This simulates an
electron reservoir that exists in a realistic system with a thick
ferroelectric film.15,45,113,114 It should be noted that the Pt layers

Figure 6. Real space electron redistribution shows covalent bond
formation upon NO adsorption on the surface Cr atom for positively
poled CrO2−PTO. Blue isosurfaces show regions in space that are
depopulated by electrons, and red isosurfaces show the regions that get
populated by electrons when NO binds to the surface Cr. The state
becoming occupied is a bonding combination of the NO SOMO (π
symmetry) and the surface Cr 3dxz and Cr 3dyz orbitals.
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have a small enough lattice mismatch (<4%) with the PTO slab
so as not to introduce any artificial interface effect on the bottom
PTO surface. We fix the structure of the second, third, and fourth
atomic layers of PbTiO3 on top of the Pt electrode to their bulk
values to help simulate the mechanical boundary conditions
appropriate to a thick PbTiO3 film; this leads to reasonable
computational expenses and sizes of the simulation
cells.15,114−118

Our tabulated results employ the PW91 GGA exchange-
correlation (XC) functional,119,120 but changing the XC
functional to PBE GGA changes the binding energies by
<15%, and this does not affect our main results and conclusions.
We have also performed extensive DFT+U calculations of our
surface systems as tabulated in the Supporting Information.
However, the physically appropriate value of the Hubbard U
parameter for both CrO2−PTO and RuO2−PTO systems is
quite small (i.e., weak electronic correlations). Hence, our GGA
results should be in better agreement with experiment than GGA
+U results with moderate or large U values.
In more detail, in DFT+U theory, U is a semiempirical

parameter typically determined by comparing computed results
with experiments and choosing the U that yields the best
agreement.121−126 In our case, the closest experimentally
available systems are are CrO2 and RuO2. In 2005, Toropova
et al. showed that CrO2 is, in fact, a weakly correlated material,
and even relatively small values of 1−2 eV for U fail to describe its
magnetic properties correctly.126 We have also confirmed this in
our own U = 0 GGA calculations for CrO2, which we find to be a
half metallic ferromagnetic material with 2 μB per Cr in the rutile
structure with lattice parameters a = 4.43 Å and c/a = 0.6587,
which is in excellent agreement with experimental values.127 The
agreement of the computed structural properties with experi-
ment systematically worsens as U is increased in our GGA+U
calculations. Next, RuO2 (110) surface chemistry has been the
subject of numerous theoretical and experimental stud-
ies.51,52,128−130 It has been shown that binding energies
calculated by GGA are in very good agreement with the
experimentally observed values.51 We find the same to be true
and that increasing U systematically worsens the agreement.
Separately, we have used the first-principles linear response
approach131 to estimate U and find values of 3.6 and 4.7 eV for
CrO2 and RuO2, respectively. Unfortunately, these large U values
do not provide the best agreement with available experiments.
Hence, we conclude that using U = 0 for both the RuO2−PTO
and CrO2−PTO systems should yield the most realistic results
for binding energies.
To benchmark our PW91 GGA results for binding energies,

we compare our results for CO and NO binding to RuO2(110)
with experimental and theoretical values in the literature.51 For 1
ML CO adsorption, we find a binding energy of 1.3 eV, which is
in good agreement with the values 1.0 and 1.18 eV obtained by
experiment and PBE GGA, respectively. For 1 ML NO
adsorption, we find a binding energy of 1.7 eV, which is in
good agreement with the values 1.34 and 1.61 eV obtained by
experiment and PBE GGA, respectively.51

To calculate the energy barriers between local minima, we use
the nudged elastic band (NEB) method with climbing
images,132−138 variable elastic constants (kmax/kmin = 3), and
6−8 images. In our NEB calculations, we permit the atoms in the
top 2−3 atomic layers of the surface to move and fix the positions
of all remaining atoms. We have checked that this introduces an
error of no more than 0.1 eV in the energy barriers.

The shaded regions of the densities of states in Figures 3 and
4e highlight the Cr 3d- and Ru 4d-dominated conduction bands
of the systems. Focusing on the Ru case as an example, the lower
edge of the conduction band is clearly visible because the Ru 4d
density of states shows a sudden and steep increase. We find that
locating the precise numerical value for the lower edge is subject
to a small uncertainty of ±0.2 eV. This, in turn, leads to an
uncertainty of no more than ±0.02 eV for the center of the
conduction band and ±0.04 for the electron count per 1 × 1 cell
on the surface. Similar results are found for Cr.
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